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Abstract

Machine learning (ML) based approaches are increas-
ingly being used in a number of applications with so-
cietal impact. Training ML models often require vast
amounts of labeled data, and crowdsourcing is a domi-
nant paradigm for obtaining labels from multiple work-
ers. Crowd workers may sometimes provide unreliable
labels, and to address this, truth discovery (TD) algo-
rithms such as majority voting are applied to determine
the consensus labels from conflicting worker responses.
However, it is important to note that these consensus
labels may still be biased based on sensitive attributes
such as gender, race, or political affiliation. Even when
sensitive attributes are not involved, the labels can be
biased due to different perspectives of subjective aspects
such as toxicity. In this paper, we conduct a systematic
study of the bias and fairness of TD algorithms. Our
findings using two existing crowd-labeled datasets, re-
veal that a non-trivial proportion of workers provide
biased results, and using simple approaches for TD is
sub-optimal. Our study also demonstrates that popu-
lar TD algorithms are not a panacea. Additionally, we
quantify the impact of these unfair workers on down-
stream ML tasks and show that conventional methods
for achieving fairness and correcting label biases are in-
effective in this setting. We end the paper with a plea
for the design of novel bias-aware truth discovery algo-
rithms that can ameliorate these issues.

1 Introduction

Machine learning (ML) is becoming increasingly perva-
sive and is already having a significant impact on peo-
ple’s lives. Often, the decisions by these models impact
different sub-groups in a non-uniform manner. Hence,
there has been a flurry of research in designing fairness-
aware machine learning algorithms. In this paper, we
argue that such care must also be accorded to a cru-
cial step in the ML process — collection of data labels.
We situate our work at the intersection of two major
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paradigms — data-centric Al and fair ML. The former
seeks to build Al systems with good-quality data while
the latter ensures that the resulting system is fair. As
we shall show shortly, the current process of label collec-
tion is simplistic and results in biased labels that have
a disproportionate impact on the accuracy and fairness
of the downstream ML models. While there has been
extensive work on designing fair ML algorithms, there
is limited work on developing algorithms to generate
correct (and fair) labels.

Making of Data Sausage. Datasets are indispens-
able to the progress of the ML community allowing the
design of novel models and serving as a benchmark for
measuring advancements. Despite their importance, the
vast majority of the work in ML is geared towards the
development of new algorithms rather than data stew-
ardship practice [18]. Recently, the fairness community
has unearthed many issues with prominent benchmark
datasets, such as label errors and bias [I7, [I9]. In this
work, we systematically analyze another source of bias
— labels generated through the simple aggregation of
responses from biased crowd workers.

A key factor in the success of ML is the availabil-
ity of large labeled datasets. However, creating accu-
rate labels using a domain expert is prohibitively ex-
pensive. Hence, a common alternative is to use crowd
workers for generating the labels. The workers are often
hired using crowdsourcing marketplaces such as Ama-
zon Mechanical Turk. Typically, the quality of these
workers is sub-par compared to that of domain experts
— albeit significantly more cost-effective. Quality con-
trol is often maintained by collecting multiple labels for
each data point from various workers and implement-
ing additional filtering mechanisms, such as pre-tests
where a set of ‘golden tasks’ with known correct an-
swers are given to workers before they begin labeling
the main dataset [23]. It is possible that the labels of
the workers conflict with one another. In this case, an
aggregation method, more generally Truth Discovery
algorithms (TD), is used to determine the final label.
One common approach is to use majority voting. In
many cases, the labels thus obtained are reasonably ac-
curate and can be used to train ML models. A large
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number of major benchmark datasets were obtained us-
ing this approach. Even considering a single domain
such as Computer Vision, a non-exhaustive list of such
datasets include ImageNet [§], Places [24], MS COCO
[14], ActivityNet [6], Open Street Map (OSM) dataset
[11], YouTube-8M [2], and Intrinsic Images in the Wild
[E]. The prevalence of crowdsourced datasets in other
ML fields is equally significant. For example, as much
as 10% of the papers published in Natural Language
Processing uses crowdsourced dataset [21].

The pervasiveness of using crowdsourcing for ob-
taining labels is problematic. The use of human anno-
tators is a double-edged sword. While humans can pro-
vide answers to challenging and subjective questions,
their responses are also potentially subject to a variety
of biases. With ML increasingly being utilized in sen-
sitive applications, such as the detection of fake news,
toxicity, and hate speech, the labels for these domains
can be particularly subjective and involve nuanced con-
cepts. Different workers may assign different labels to
the same data point based on their lived-in experiences,
which can result in the injection of subjective values and
biases into the dataset. Using datasets with extensive
amounts of biased labels can lead to models that are
sub-par in terms of accuracy and fairness.

Summary of Our Contributions. We conduct a
systematic investigation of the aggregation process for
labels in crowdsourced datasets. Our study includes two
publicly available diverse datasets — Crowd Judgement
and Twitter Toxicity, and the results were consistent
with those from our experiments on a number of other
datasets in hate speech detection. Our findings indicate
that biased workers are widely prevalent and cause a
significant impact on the quality of the dataset labels.
Surprisingly, it is possible for a worker to be accurate
while also being biased , even though the dataset
with the true labels might be biased itself. Hence,
this precludes simplistic solutions such as removing
biased workers as it could have collateral damage on
the accuracy of the other items. There has been
extensive work on truth discovery algorithms that seek
to aggregate conflicting labels into a single ‘truth’.
However, we find that using such TD algorithms, which
are more complex than majority voting, is not effective
in solving the problem. We conduct analyses using
two popular algorithms (DS and LFC) , Dawid Skene
(DS) [7] and Learning From Crowds (LFC) [20],

that have different probabilistic generative modeling for
crowd worker bias. Nevertheless, their performance is
not substantially better than that of majority voting.
Furthermore, we study the impact of the biased labels
on downstream ML tasks and show that each of the
truth discovery algorithms suffers from similar flaws,

leading to less accurate and unfair models. We also
show that using fair ML algorithms does not eliminate
the issue of biased labels.

We make the following key contributions:

1. We identify truth discovery algorithms for aggre-
gating the responses of crowd workers as a major
source of bias in crowdsourced datasets.

2. We conduct an extensive experimental study to
examine the various facets of this bias and quantify
the impact on downstream ML tasks.

3. We offer practical recommendations for practition-
ers and highlight promising research problems.

Paper Organization. The rest of the paper is orga-
nized as follows. In Section [2] we present the relevant
background on crowdsourcing, fairness, and truth dis-
covery algorithms. Section [3| outlines the datasets and
research methodology used in our study. Our exper-
imental analysis is structured along five main dimen-
sions, described in detail in Sections [4{8] We conclude
with some parting thoughts in Section [9}

2 Background

Crowdsourcing for ML and its Pitfalls. Over the
last decade, crowdsourcing has been extensively used
to advance machine learning research. Crowd workers
have been used for data generation, label generation,
and evaluation of ML models. The ML community
has embraced crowdsourcing as a way to obtain image
and linguistic annotations needed for training popular
vision and language processing tasks. A key stumbling
block is that the labels provided by the workers can
be noisy or inaccurate. Workers can be imperfect,
unmotivated, or influenced by various cognitive biases
[10]. When the labels are generated for training ML
models for tasks with societal impact, these biases can
have serious consequences. A pioneering work identified
various sources of bias that can affect ML algorithms
[16]. Truth discovery algorithms have been proposed to
address the former issues while fair ML algorithms have
been proposed to address the latter.

Truth Discovery for Crowdsourcing. Achieving
quality control in crowdsourcing involves determining
the correct answers from the low-quality answers pro-
vided by crowd workers. Unfortunately, the vast ma-
jority of works use simple approaches such as major-
ity voting, which is often insufficient. Sophisticated
approaches are often based on probabilistic genera-
tive models that allow the modeling of various factors
on the worker label generation. These factors could
be worker-based (accuracy, bias, motivation, collusion,
topic-related expertise, etc.) or task-related (difficulty,
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clarity, etc.). A taxonomy of truth discovery algorithms
can be found in [23].

Truth Discovery - Problem Setup. Consider a set
of tasks T = {t1,...,t,} with the size of n. Let W be
the set of annotators. and W; be the vector of answers
for task ¢; collected by a subset of annotators in W.
Let m be the total number of annotators. Each task t;
could be labeled by a subset of workers. By querying
from these annotators, we would like to determine the
true class label y; for any task ¢; € 7. We then denote
the label of annotator j for task t; as l;;. Let g;° be
the answer of annotator w for task t; and y be the
unknown ground truth. Given the answers matrix of Y,
the ground truth inference of y; for each task is identified
as ¢; using a truth discovery algorithm.

Algorithmic Fairness in ML. In recent years, the
study of algorithmic fairness has gained increasing at-
tention in the machine learning community. The objec-
tive of these studies is to ensure that Al systems do not
discriminate against certain groups of individuals based
on sensitive features such as race, gender, or age. A de-
tailed description of the various aspects can be found in
[4]. Despite the growing body of literature on fairness in
machine learning, there are still a number of challenges
and limitations that need to be addressed. For exam-
ple, there is currently no widely accepted definition of
fairness, which can lead to inconsistencies in the assess-
ment of fairness in Al systems [16]. Additionally, many
existing methods for mitigating algorithmic bias rely on
adjustments to the modeling processes including pre-
processing [22], in-processing [3], and post-processing
[15] phases, rather than addressing the root causes of
bias (e.g., data collection bias), which is especially the
case in crowdsourcing settings.

3 Experimental Methodology

In this paper, we are interested a specific type of bias
that results in unfair labels. For example, workers could
provide incorrect labels for tasks involving members of
a specific gender or race. Using TD algorithms such as
majority voting perpetuates these biased labels into the
dataset which in turn results in unfair models. Ideally,
these unfair labels should be corrected during the label
aggregation process.

In this section, we outline the experimental method-
ology we use to systematically study and quantify how
truth discovery algorithms work in the presence of un-
fair workers. For ease of exposition, we have partitioned
them into five research hypotheses. After describing the
hypotheses, we provide more details about the experi-
mental setting, such as the list of representative truth
discovery algorithms and datasets.

Experimental Hypotheses. We conduct an extensive

set of experiments to study how different TD algorithms
impact the aggregation of labels from imperfect work-
ers. Specifically, we focus on five key dimensions that
expound the issue of bias in label aggregation. Sections
describe the corresponding research hypotheses in
detail. In this section, we provide a high-level overview
so that the reader has a holistic perspective of our ex-
periments.

H1: Quantifying Prevalence of Unfair Workers through
Analysis of Accuracy and Fairness Metrics. We begin
by conducting an exploratory analysis of the accuracy
and fairness metrics of individual workers. The results
indicate that unfair workers are not anomalies and are
instead widely prevalent.

H2: Impact of Unfair Workers on Label Flipping in
Truth Discovery Algorithms. We show that unfair
workers can potentially flip the labels for a non-trivial
proportion of tasks. Next, we investigate the impact of
unfair workers on TD algorithms to show that unfair
workers can potentially flip the labels for a non-trivial
proportion of tasks. Specifically, we focus on majority
voting, which is a widely used method. It is worth
noting that this issue affects not only majority voting
but also other traditional truth discovery algorithms.

H3: Unfair Workers Reduce the Performance of TD Al-
gorithms. Next, we investigate the performance of three
representative truth discovery algorithms. Specifically,
we compare the ground truth labels estimated by these
methods with the true ground truth. We show that all
of these algorithms have comparable (and sub-optimal)
accuracy and fairness. This highlights the need for the
development of new fairness-aware truth discovery algo-
rithms, rather than relying on existing ones.

Hj: Unfair Workers Negatively Impact the Downstream
ML Tasks. The next hypothesis addresses a potential
concern that the study of the performance of truth
discovery algorithms is not merely academic. Instead,
we demonstrate that training an ML model with the
output of simple truth discovery algorithms result in a
model that is both less accurate and less fair.

H5: The Complementarity of Fair ML and Fair TD.
In the final hypothesis, we explore the idea that using
fair ML algorithms cannot completely eliminate the bias
introduced by traditional truth discovery algorithms.
We also evaluate the effectiveness of FairTD, a fair truth
discovery algorithm proposed in [I3].

Truth Discovery Algorithms. There has been ex-
tensive work on techniques for aggregating conflicting
responses from workers. In this paper, we compare
three representative algorithms. For a detailed discus-
sion of their comparative performance, please refer to
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[23]. Majority Voting (MV) is a simple and widely used
algorithm that chooses the response provided by the
majority of the workers as the consensus. MV might
work if the workers are reasonably competent and do
not form any collusion. A key limitation of MV is that
it weighs the response of each worker equally. How-
ever, this might be sub-optimal in a crowd setting where
workers can have divergent accuracy. For example, if
only one worker is an expert while others are novices,
MYV may fail. In such cases, it is important to model
the worker accuracy so as to compute a weighted major-
ity voting. Dawid-Skene (DS) [7] is a more sophisticated
model that assigns different weights to workers based on
the content of their confusion matrix. Worker accuracy
is estimated using an iterative EM algorithm. Learning
from Crowd (LFC) [20)] is a probabilistic model that pro-
poses a two-coin approach for annotators. Each worker
has two biased coins with bias corresponding to sensi-
tivity and specificity. The worker flips one of these coins
based on the true label of the task and uses the outcome
to determine their response. This approach has been
used successfully in many domains, such as aggregating
the predictions of radiologists. All three models have
been widely used and have shown empirical success. In
this paper, we investigate how these models perform in
the presence of worker bias.

Fairness Metrics. There has been extensive work
on measuring and mitigating bias in datasets and ML
models. However, there is not much consensus on the
appropriate fairness metrics as different metrics require
that some aspect of the ML model remains comparable
to all subgroups. In this paper, we use two key widely
used metrics that are designed to evaluate the fairness
of ML models — demographic parity and equalized odds.
By treating individual crowd workers as fallible oracles
(similar to ML models), we can reuse these two metrics
for measuring the fairness of workers. Demographic
parity (DP) is achieved when the probability of a
particular prediction (such as loan disbursal) is not
dependent on sensitive group membership (such as
gender=Male). Equalized odds (EO) fairness metric
requires that the predictions of the ML model be both
independent of sensitive group membership and have
comparable true and false positive rates. It is important
to note that EO is stricter than DP. To evaluate the
fairness of our models more effectively, we use two
derived metrics for DP and EO — difference and ratio. A
difference of 0 indicates the DP/EO has been achieved,
and a ratio of 1 indicates the same. These derived
metrics are useful in that they allow us to express the
fairness metrics as a single scalar for easier comparison.
Datasets. We conduct our experiments using two ex-
isting diverse and representative datasets from differ-

ent domains. The Crowd Judgement dataset [9] con-
tains labels of the workers from a major crowdsourcing
marketplace for 1000 cases from the infamous COMPAS
dataset for recidivism. Groups of 20 workers evaluated
the same set of 50 defendants. The second dataset Jig-
saw Toxicity contains labels of workers on whether a
Twitter comment is toxic. This dataset has been col-
lected in [I] We used a subset of 14000 comments that
were labeled for toxicity, obscenity, threats, insults, and
hate.

4 H1: Quantifying Prevalence of Unfair
Workers through Analysis of Accuracy and
Fairness Metrics

Our first set of experiments conducts an exploratory
analysis of the dataset to compute the accuracy and
fairness metrics of the workers. Despite conventional
wisdom that workers are often imperfect and/or unfair,
quantifying these factors is crucial for understanding the
challenges truth discovery algorithms face.

Both the datasets (Crowd Judgement and Jigsaw

Tozicity) consist of ground truth. This contrasts with
typical crowdsourcing datasets where the ground truth
is often unavailable. This metadata allows us to mea-
sure worker accuracy and fairness. Specifically, we fo-
cus on two accuracy-related metrics (accuracy and false
positive rate) and two fairness-related metrics (demo-
graphic and equalized odds difference). We conduct
three interrelated sets of experiments. In the first set of
experiments, we generate histograms of the four accu-
racy and fairness metrics. Second, we create a scatter
plot that contrasts an accuracy metric with a fairness
metric. Finally, we show the accuracy-fairness distri-
bution in an alternative tabular format as it provides
unique insights.
Distribution of Worker Accuracy Metrics. Fig-
ures [Ta] and [IB] display the histogram of worker accu-
racy and false positive rates for the Crowd Judgement
dataset. We can see that worker accuracy ranges ap-
proximately between 0.4 and 0.8. In other words, the
workers are neither perfect (with an accuracy close to
1.0) nor incompetent (with an accuracy close to 0.0).
Nevertheless, a non-trivial number of workers have a
substantial false positive rate, underscoring the chal-
lenges truth discovery algorithms face. The workers are
very accurate and often suffer from high false positive
rates. Hence, using simple aggregation metrics such as
majority voting is unlikely to be sufficient.

The corresponding histogram for Jigsaw Tozicity
datasets is in Figures and The worker accuracy
distribution distinct from that of the Crowd Judgement
dataset. For this dataset, most workers are highly ac-
curate, with a considerable number having perfect ac-
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Figure 1: Histogram of Accuracy and Fairness Metrics of Workers of Crowd Judgement Dataset
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Figure 2: Histogram of Accuracy and Fairness Metrics of Workers of Jigsaw Tozicity Dataset

curacy, and few exhibit a high false positive rate. Even
though the two datasets have very different workers in
terms of accuracy, we shall show that both contain a
non-trivial amount of unfair workers.

Distribution of Worker Fairness Metrics. Figures
and shows the histogram of the demographic
parity and equalized odds difference metrics of the
workers for the Crowd Judgement dataset, respectively.
Recall that a value closer to 0 indicates a fairer worker.
The histograms of both these metrics show that workers
exhibit a wide divergence in fairness. While there are
some fair workers, the vast majority are unfair to some
degree. The histograms for the Jigsaw Tozicity dataset,
presented in Figures 2d and show that the workers
are generally fairer than those of the Crowd Judgement
dataset. This is unsurprising due to the golden tasks
and clearer rubrics. Nevertheless, contain a significant
number of unfair workers. We can also conclude that
simply adding more workers will not solve this problem
as a significant portion of these workers will be unfair
too. Hence, it is imperative to design a truth discovery
algorithm that cognizant of the large proportion of
unfair workers for better aggregating worker labels.
Worker Accuracy-Fairness Trade-off. A natural
question that might arise is about the correlation be-
tween inaccurate and unfair workers. In other words,
are inaccurate workers also unfair? If there is a high cor-
relation between the metrics, then developing a separate
class of fairness-aware truth discovery algorithms is un-
necessary. We can study the relationship between these
metrics by plotting an accuracy metric against a fair-
ness metric. Figure [Ba] show the scatter plot of worker

accuracy on the X-axis and worker demographic par-
ity difference on the Y-axis. Figure shows a similar
plot for accuracy and equalized odds difference metrics.
We can see values spread over the entire plot without
tight clusters showing relationships between accuracy
and fairness. In other words, a worker can be both
accurate and unfair. The corresponding plots for the
Jigsaw tozicity dataset in Figures [3a] and [3b] shows that
the number of unfair workers increases as the accuracy
increases. Thus, workers can be both accurate and un-
fair, and it is insufficient to directly use traditional truth
discovery algorithms that are geared towards accuracy
in the presence of unfair workers.

Table [ shows a granular version of Figures [3|and [4]
by first bucketing workers based on their accuracy and
then computing the fairness metrics for all workers in
this bucket. Once again, we see no strong correlation
between the two metrics. For the Crowd Judgement
dataset, there is a weak correlation where the more
accurate the worker, the lower their unfairness (i.e., the
metric trends towards 0). However, this effect is absent
for the toxicity dataset.

5 H2: Impact of Unfair Workers on Label
Flipping in Truth Discovery Algorithms

In the next set of experiments, we investigate how the
presence of unfair workers impacts the labels produced
by the MV algorithm, widely used for aggregating crowd
worker labels in most ML datasets. We approach this
investigation from two different perspectives.

Proportion of Unfair Workers for Tasks. Intu-
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Figure 4: Twitter Toxicity dataset

Crowd Judgement Twitter Toxicity
Accuracy Range | Demo. Par. Diff Eq. Odds. Diff | Demo. Par. Diff Eq. Odds. Diff
(0.0, 0.1 NA NA 0.05 0.05
(0.1, 0.2 NA NA 0.12 0.15
(0.2, 0.3 NA NA 0.11 0.22
(0.3, 0.4 0.62 0.72 0.24 0.35
(0.4, 0.5 0.49 0.67 0.26 0.42
(0.5, 0.6 0.45 0.69 0.3 0.5
(0.6, 0.7 0.46 0.67 0.34 0.53
(0.7, 0.8 0.4 0.55 0.37 0.5
(0.8, 0.9 0.36 0.38 0.45 0.43
(0.9, 1.0 NA NA 0.32 0.22

Table 1: Distribution of Accuracy and Fairness metrics for both datasets.

itively, MV chooses the response provided by the ma-
jority of the workers as the consensus. Hence, if the
majority of the workers assigned to a task turns out to
be unfair, then the output of the task will turn out to
be unfair. Our first set of experiments investigates how
the proportion of workers assigned to a task changes
based on the definition of fairness. We use the demo-
graphic parity and equalized odds difference metrics to
determine the fairness of a worker, where a value of 0.0
indicates a lack of bias. To designate a worker as fair or
unfair, we apply a threshold to these fairness metrics.
Clearly, a worker with a score of 0.0 is fair while some-
one with a score of 1.0 is unfair. We systematically vary
the minimum threshold for fairness (from 0,0.1,...1.0
). We then count the proportion of tasks where un-
fair workers outnumber fair workers thereby poisoning
the output of majority voting. Figure [5| plots how the
proportion varies for both datasets using two fairness
metrics. We can see that even with a relaxed threshold
of 0.2, a large proportion of tasks are dominated by un-
fair workers. This observation once again shows that it
is important to design fairness-aware TD algorithms.

Impact of Removing Unfair Workers. A natural
rejoinder might be to eliminate unfair workers and run
TD algorithms on the remainder. In our next set
of experiments, we show the futility of this approach.
Recall from Figures [3] and [4] that it is possible for
a worker to be broadly accurate while being unfair.
Figure [6] shows the impact of removing unfair workers.
When we remove workers designated as unfair based on

the fairness metrics used in the previous experiment,
it can lead to changes in two key parameters. Firstly,
removing unfair workers could potentially affect the
accuracy of the tasks. This is measured using the
Acc_ DPD and Acc_EQD metrics for demographic parity
and equalized odds, respectively. Secondly, the number
of tasks with responses could also change. Recall from
Figure |5 that unfair workers dominate in many tasks.
So it is plausible that all workers are unfair for some
tasks, leading to the abandonment of the task. The
metrics NumQs_DPD and NumQs_EQD measure this
phenomenon. From Figure[f] we can see that the overall
accuracy drops when we remove unfair workers. This is
due to the fact that a good chunk of them are accurate
and removing them results in the collateral damage of
reduced accuracy. Moreover, as we drop unfair workers,
the number of abandoned tasks increases. This fact
suggests that removing unfair workers is not practical
for such tasks. From both these observations, we can
conclude that simply dropping unfair workers is a sub-
optimal solution as it results in lower accuracy. To
overcome this challenge, it is crucial to design fairness-
aware TD algorithms that can counteract unfair workers
without compromising accuracy.

A key research challenge is that truth discovery
algorithms are unsupervised in nature. Note that if the
ground truth for the crowdsourcing tasks were known,
workers would not have been needed. These algorithms
often take an EM style iterative approach. They begin
with an estimate (such as random initialization) of the
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relevant metric such as worker accuracy and improve
the estimate in each iteration. While the approach for
improving estimates of worker accuracy is well known,
designing the corresponding algorithms for fairness is an
open research problem.

6 H3: Unfair Workers Reduce the Performance
of TD Algorithms.

In this section, we study how different TD algorithms
perform in the presence of unfair workers. Recall that
these algorithms are often designed for workers who are
inaccurate. We conduct our experiment as follows. We
run three representative TD algorithms over the worker
responses to obtain an approximate estimate of the
ground truth labels. Since both Crowd Judgment and
Jigsaw Tozicity provide us with actual ground truth, we
can compare this with the output of the TD algorithms.
This also allows us to compute the accuracy and fairness
metrics for each of these TD algorithms. Tables |2| and
[B] show the result of this experiment.

At a high level, we can see that the accuracy of
the three algorithms is roughly comparable, with the
more complex TD algorithms based on generative mod-
eling (DS and LFC) providing slightly more accurate
estimates. We observe a similar pattern in the fairness
metrics, with none of the TD algorithms able to effec-
tively handle the unfair workers. Using advanced TD
algorithms seems to exacerbate this issue, as some un-
derlying assumptions, such as the two-coin annotator
process for LFC, are violated by the presence of un-
fair workers. We can conclude that it is sub-optimal to
directly use existing TD algorithms, and instead, it is
necessary to design fairness-aware TD algorithms that
explicitly model the unfairness of the workers.

7 H4: Unfair Workers Negatively Impact the
Downstream ML Tasks.

Machine learning algorithms often rely on large amounts
of data to learn patterns and make predictions. How-
ever, using data collected from unreliable or biased
sources can have severe implications for downstream
ML tasks. One potential source of biased data is crowd
workers, who may have inherent biases or personal be-
liefs that impact the quality of the data they provide.
In this scenario, it is crucial to understand the impact of
unfair crowd workers on downstream machine learning
tasks. This is of utmost importance as these biases can
perpetuate and amplify existing societal biases, lead-
ing to discrimination and unequal treatment of certain
groups.

In this section, we study this impact for two repre-
sentative classifiers — Logistic Regression and Random
Forest. Similar results are observed for other classifiers,

such as Support Vector Machines or Neural Networks.
Our experiment is conducted as follows. We train an
ML model Mg, using the ground truth labels. This is
the ideal model we would have obtained if the TD al-
gorithms had been perfect. Note that the real ground
truth is often unavailable in the real world. Neverthe-
less, we are able to conduct this experiment due to their
availability for our two datasets. Next, we train a ML
model Mrp based on the approximate labels that are
produced by the TD algorithm. We split the dataset
equally into training and test sets and repeated the ex-
periment 10 times to compute the average accuracy and
fairness metrics. By comparing the performance of the
two models on the same test set, we can quantify the
penalty paid by the TD algorithm.

Tables [4 and [5] presents the result for the two
datasets, two classifiers, and three TD algorithms. To
conserve space, we only report the delta between the
metrics. Specifically, if the accuracy of the two models
is ag and arp respectively, we report ag — arp. We
follow the same procedure for the fairness metrics. As
shown in the tables, using TD algorithms results in less
accurate and more unfair models. This is not surprising
as the TD algorithms are not specifically designed to
optimize for fairness.

8 H5: The Complementarity of Fair ML and
Fair TD.

Based on the results of the previous experiments, it is
clear that major TD algorithms perform sub-optimally
in the presence of unfair workers. One might wonder
whether the extensive amount of prior work on fair
ML can mitigate the impact of unfair labels produced
by TD algorithms. In other words, can the fair ML
algorithms that seek to produce outputs that are fair
to different subgroups overcome incorrect/unfair labels
produced by TD algorithms? This section aims to
provide a comprehensive comparison of the two possible
approaches, fair ML and fair TD, and gain insights
into the strengths and limitations of each method in
achieving fairness in decision-making systems.

We compare the output of FairTD, the first and only
fairness-aware truth discovery algorithm [I3], with two
fair ML algorithms: Exponentiated Gradient Reduction
[3] and Prejudice Remover [12]. We utilize these ap-
proaches for both the Majority Voting (MV) and Dawid-
Skene (DS) truth discovery strategies. The experiment’s
results are presented in Figure[7] where the accuracy of
the considered approaches is compared with changes in
the fairness constraint. The fairness constraint pertains
to the allowable violation of fairness for FairTD and
Exponentiated Gradient methods, and the reciprocal of
the regularization term for Prejudice Remover. While
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. Demographic Demographic Parity | Equalized Odds Equalized Odds
TD Algorithm Accuracy Parity Difference Ratio Difference Ratio
Majority Voting 0.658 0.166 0.706 0.12 0.703
Dawid-Skene 0.663 0.183 0.667 0.136 0.665
Learning from Crowd 0.664 0.184 0.668 0.142 0.676

Table 2: Performance of different TD algorithms for Crowd Judgement dataset

increasing the fairness constraint violation led to an in-
crease in accuracy in some cases, this relationship is
not consistent across all datasets and methods tested.
Furthermore, this observation may not hold true when
fair workers are consistently more accurate than unfair
ones. We can observe that Prejudice Remover generally
outperforms Exponentiated Gradient in mitigating bias
while maintaining high accuracy. FairTD, on the other
hand, appears to be a robust method that provided good
results in both cases, often matching or outperforming
Prejudice Remover even for strict constraint values.

Based on our results, it appears that utilizing
FairTD, either alone or in conjunction with Fair ML,
might be a more promising approach for future research
compared to relying solely on fair ML. Although Expo-
nentiated Gradient and Prejudice Removal are valuable
techniques in their own right, FairTD provides a robust
and precise approach to reducing bias. Therefore, we
believe that future research should concentrate on en-
hancing and optimizing the FairTD method to make it
even more effective in addressing the challenges of TD
algorithmic fairness.
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Figure 7: Fair ML vs Fair TD

9 Conclusion

In this paper, we investigated a key source of bias in
ML datasets produced using crowdsourcing. Most of
these datasets use simple majority voting to aggregate
conflicting responses of crowd workers. However, this
approach is sub-optimal and produces poor results in
the presence of unfair workers. We conducted extensive
experiments to study the impact of unfair workers on
various truth discovery algorithms. and conclude that
their impact on label accuracy is significant. Existing
truth discovery algorithms are focused on accuracy and
often cannot handle unfair workers. It is important to
design fairness-aware truth discovery algorithms so that
one could counteract the influence of unfair workers on
the labels for ML datasets.
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